DATASCIENCE

EPSRC CENTRE FOR DOCTORAL TRAINING

W{
i

Learning to Learn via Self-Critique

THE UNIVERSITY of EDINBURGH Antreas Antoniou' and Amos Storkey!

informatics

Engineering and
Physical Sciences
Research Council

'University of Edinburgh

o Observation: Existing SOTA few-shot learning systems learn only from the labelled Model Test Accuracy
support set without leveraging the unlabelled validation (target) sets. Mini-Imagenet CUB
_ ' » _ 6 abelled ) 1-shot 5-shot 1-shot 5-shot
. nhan
o Question c.)w can we extract information from unlabelled target sets, to enhance MAML (Low-End) 9154 0.26% 68524 044% 6219+ 0.53%  T6.08 4 0.51%
few-shot learning systems? MAML++ (Low-End) with (preds) 52.52 + 1.13%  70.84 + 0.34%  66.13 + 0.97% 77.62 + 0.77%
_ : , e . MAML++ (Low-End) with (preds, params) 52.68 + 0.93%  69.83 + 1.18% - -
o Problem: No supervised labels means that we can't use discriminative training to learn. MAML - (Low-End) with (preds, task-embedding) 54844 1.24% 7095+ 017% 65.56+ 0.48% 7769+ 0.47%
o Solution: Meta-learn an unsupervised loss function that can extract such information, MAML++ (Low-End) with (preds, task-embedding, params) 54.24 + 0.99% 71.85 + 0.53% : :
. Q- MAML++ (High-End) 58.37+ 0.27% 7550+ 0.19% 67.48 + 1.44%  83.80 + 0.35%
targeted towards performing better on a task, called Self-Critique and Adapt (SCA). MAML £+ (High-End) with (preds) 62.86 £ 0.70% T7.07+0.19% 7033+ 0.78% 8547 + 0.40%
o Demonstration: State-of-the-art, currently best-in-class few-shot learning results. MAML++ (High-End) with (preds, task-embedding) 62.29 £ 0.38% 77.64 £ 0.40% 70.46 + 1.18% 85.63 + 0.66%
Table: Ablation Studies on the conditioning information of the critique network. The combination of the
g q

task-embedding and the predictions appear to produce the best results.
0
Model Test Accuracy
Support Set Target Set -
}— (Small Training Set) (Small Validation Set) ? Mm"lmageNet CUB
S = {xs, ys} T = {xr} 1-shot B-shot 1-shot 5-shot
1 Matching networks 43.56 + 0.84% 55.31 + 0.73% 61.16 + 0.89%  72.86 + 0.70%
Meta-learner LSTM 43.44 4+ 0.77%  60.60 + 0.71% - -
_ o _ P — MAML 48.70 + 1.84% 63.11 4+ 0.92% 55.924+ 0.95%  72.09 4+ 0.76%
information in the target set can be used to disam of the task classes.
SNAIL 55.71 + 0.99%  68.88 4+ 0.92% - -
Qiao et al 2018 59.60 + 0.41% 73.74 + 0.19% - -
MAML MAML + SCA Baseline - - 4712+ 0.74% 64.16 + 0.71%
. Baseline ++ - - 60.53 + 0.83%  79.34 + 0.61%
(szltljl?l'?;)ir;iﬁgtSet) (Smgllljr')l'rr)girrt\iﬁgtSet) Latent Embedding Optimization 61.76 + 0.08%  77.59 + 0.12% - -
S = {xs, ys) S = {xs,ys) MAML (Local Replication) 48.25 4+ 0.62%  64.39 + 0.31% - -
i i MAML++ (Low-End - Original) 52.15 4+ 0.26%  68.32+ 0.44%  62.19 4 0.53%  76.08 + 0.51%
nner Lo Optimization nner Lo Optimization MAML (Low-End - Original) + SCA (Ours) | 54.84 + 0.99% 71.85+ 0.53% 66.13 + 0.97% 77.62 + 0.77%
wrt Support Set wrt Support Set ~— Supervised Learning MAML (High-End) 58.37+ 0.27%  75.50 4+ 0.19% 67.48 + 1.44%  83.80 + 0.35%
| RepeatNTimes  RepeatNTimes MAML++ (High-End) + SCA (Ours) 62.86 + 0.79% 77.64 + 0.40% 70.46 + 1.18% 85.63 + 0.66%
poresier || | Update Base Model wrt 5 porsstier |yl Undate Base Model wrt 5 Table: Test accuracy comparison with legacy and other SOTA methods. Our methods produce the top
f(xS, gi) 9,'4.1 =0, — V@i L(f(xS,H,-), ys) f(xS,Hi) 9i+1 =0, — V@i L(f(XS, 91‘), yS) f h b d
perrormance across the board.
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